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 a b s t r a c t

Semi-analytical methods for modeling guided waves in structures of constant cross-section yield 
frequency-dependent polynomial eigenvalue problems for the wavenumbers and mode shapes. 
Solving these eigenvalue problems over a range of frequencies results in continuous eigencurves. 
Recent research has shown that eigencurves of differentiable parameter-dependent eigenvalue 
problems can alternatively be computed as solutions to a system of ordinary differential equations 
(ODEs) obtained by postulating an exponentially decaying residual of a modal solution. Starting 
from an approximate initial guess of the eigenvalue and eigenvector at a given frequency, the 
complete eigencurve is obtained using standard numerical ODE solvers. We exploit this idea to 
develop an efficient method for computing the dispersion curves of plate structures coupled to 
unbounded solid or fluid media. In these scenarios, the approach is particularly useful because 
the boundary conditions give rise to nonlinear terms that severely hinder the application of tradi-
tional solvers. We discuss suitable approximations of the nonlinearity for obtaining initial values, 
analyze computational costs and robustness of the proposed algorithm, and verify results by com-
parison against existing methods.

1.  Introduction

We consider the problem of wave propagation along thin structures, also known as guided waves. We focus on elastic waves (stress 
waves), while similar phenomena exist in acoustics, electromagnetism, or piezo-electric structures. Such guided elastic waves are rel-
evant in various applications in science and engineering. Specifically, in the ultrasonic range, they are widely used in non-destructive 
testing (NDT) [1,2] and material characterization [3,4], while at much lower frequencies, they play a role in soil dynamics and 
earthquake engineering [5]. An interesting scenario is encountered when such waveguides are in contact with unbounded solid or 
fluid media, see Fig. 1 and similar discussions in [6]. These situations can occur, e.g., in layered soils [7] and plate structures [8,9] 
or pipes [10] in NDT applications.

Guided waves in linear systems give rise to a displacement field that can be written as the superposition of propagating and 
evanescent modes [11], each of them characterized by a mode shape and an axial wavenumber. At any given frequency, an infinite 
number of modes exist; however, only a finite subset propagates with sufficiently low attenuation to be practically relevant. The com-
putation of these modes’ wavenumbers over a range of frequencies yields dispersion curves, which are essential in many applications 
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\begin {equation}\left (-k^2 \Ez + \I k\Eo -\Et +\mu \M +\mbf R(k,\mu )\right )\egv =\vt {0}. \label {eq:GWproblem_embedded}\end {equation}
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\begin {equation}\label {ex:nonpoly1} \mbf R(k,\mu ) = \sum \limits _{j=1}^6 b_j \xi _j \mbf R_j\end {equation}


\begin {equation}b_j = \begin {cases} \I & j \in {\{1,2\}}\quad \qquad \ \ \ \text {fluid\ halfspace}, \\ k & j \in \{3,4,5,6\} \qquad \text {solid\ halfspace}. \end {cases} \label {Xeqn3-3}\end {equation}
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\begin {equation}\label {eq:xi} \xi _{j}(k,\mu ) = \pm \sqrt {\frac {\mu }{c_j^2} - k^2}.\end {equation}
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\begin {equation}\label {eq:f} f(y(t),t) = 0\end {equation}
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\begin {equation}\label {eq:fODE} f'(y(t),t) = -\depa f(y(t),t),\end {equation}
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\begin {align}f'(y(t),t) & = -\depa f(y(t),t),\quad t\in \mathcal {I} \\ y(t_0) & = y_0.\end {align}


\begin {equation}\label {eq:f_minimal} f(y(t),t) = t + (t^2 + 1)y -2\end {equation}


\begin {equation}\label {eq:df_minimal} f'(y(t),t) = 1 + 2ty + (t^2 + 1)y'.\end {equation}


\begin {equation}y_\mathrm {e}(t) = \frac {2-t}{t^2+1}, \label {Xeqn9-10}\end {equation}


\begin {equation}f(y_\mathrm {e}(t),t) = 0\quad \forall \ t. \label {Xeqn10-11}\end {equation}


\begin {equation}\label {eq:fODE_minimal} (t^2 + 1)\,y' = -\depa \big (t + (t^2 + 1)y -2 \big ) -1-2t y.\end {equation}
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\begin {equation}\label {eq:Jac_minimal} J(t) = -\depa (t^2 + 1)-2t.\end {equation}
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\begin {equation}\lim _{t\to \pm \infty } \ y_\mathrm {e}(t) = 0, \label {Xeqn13-14}\end {equation}


\begin {equation}y_\mathrm {e}(-4) \approx 0 \label {Xeqn14-15}\end {equation}
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\begin {equation}\mbf f(\mbf y(t), t) =: \begin {bmatrix} f_1(y_1(t),y_2(t),\ldots ,y_n(t),t) \\ f_2(y_1(t),y_2(t),\ldots ,y_n(t),t) \\ \vdots \\ f_n(y_1(t),y_2(t),\ldots ,y_n(t),t) \end {bmatrix} = \mbf 0 \label {Xeqn15-16}\end {equation}


\begin {align}\label {eq:ODE_multi} \mbf f'(\mbf y(t), t) & = -\depa \mbf f(\mbf y(t), t),\quad t\in \mathcal {I} \\ \mbf y(t_0) & = \mbf y_0.\end {align}
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$\mbf X = \operatorname {diag}(\depa _1, \depa _2, \ldots , \depa _n)$


\begin {equation}\Mflow (k,\mu )\egv =\vt {0}. \label {eq:NLEVP_matrixFlow}\end {equation}


$k = k(\mu )$


$\egv = \egv (\mu )$


$\mu = \omega ^2$


\begin {equation}\label {eq:normalization} \norma (\egv ) =: \egv ^\Her \egv -1 =0.\end {equation}


\begin {equation}\mbf f(\egv ,k,\mu ) = \begin {bmatrix} \Mflow (k,\mu )\egv \\ \norma (\egv ) \end {bmatrix} \label {eq:evp_objective}\end {equation}


$\mu $


\begin {equation}\mbf f'(\egv ,k,\mu ) = \begin {bmatrix} \Mflow (k,\mu )\egv ' + \Mflow '(k,\mu )\egv \\ \vg {n}_{\egv }(\egv )\, \egv ' \end {bmatrix}. \label {eq:leaky_Fdomega}\end {equation}
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\begin {equation}\label {eq:totalDerivative} \Mflow '(k,\mu ) = \frac {\mathrm {d}}{\mathrm {d}\mu } \Mflow (k,\mu ) = \frac {\partial }{\partial \mu } \Mflow (k,\mu ) + \frac {\partial }{\partial k} \Mflow (k,\mu )\,\frac {\mathrm {d}}{\mathrm {d}\mu }k,\end {equation}


\begin {equation}\label {eq:totalDerivative2} \Mflow '(k,\mu ) =: \Mflow _\mu (k,\mu ) + \Mflow _k(k,\mu )\,k',\end {equation}


\begin {equation}\label {eq:evp_fdmu} \mbf f'(\egv ,k,\mu ) = \begin {bmatrix} \Mflow (k,\mu )\egv ' + \Mflow _k(k,\mu )\egv \,k' + \Mflow _\mu (k,\mu )\egv \\ \vg {n}_{\egv }(\egv )\, \egv ' \end {bmatrix}.\end {equation}


\begin {equation}\begin {bmatrix} \Mflow (k,\mu ) & \Mflow _k(k,\mu )\egv \\ \vg {n}_{\egv }(\egv ) & 0 \end {bmatrix} \begin {bmatrix} \egv ' \\ k' \end {bmatrix} = - \begin {bmatrix} \depa _1 \Mflow (k,\mu )\egv \\ \depa _2 \norma (\egv ) \end {bmatrix} - \begin {bmatrix} \Mflow _\mu (k,\mu )\egv \\ 0 \end {bmatrix} , \label {eq:leaky_ODE}\end {equation}


\begin {equation}\mbf {A}(\egv ,k,\mu ) \begin {bmatrix} \egv ' \\ k' \end {bmatrix} = \mbf {b}(\egv ,k,\mu ). \label {Xeqn24-26}\end {equation}
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$\depa _2$


\begin {equation}\mbf J(\egv ,k,\mu ) = \begin {bmatrix} \partial _{\egv } \mbf {b} & \partial _k \mbf {b} \end {bmatrix} = -\begin {bmatrix} \depa _1 \Mflow (k,\mu ) + \Mflow _\mu (k,\mu ) & \depa _1 \Mflow _k(k,\mu )\egv + \Mflow _{\mu k}(k,\mu )\egv \\ \depa _2 \vg {n}_{\egv }(\egv ) & 0 \end {bmatrix} , \label {eq:leaky_Jac}\end {equation}


\begin {equation}\Mflow _{\mu k} = \frac {\partial ^2 }{\partial k \partial \mu } \Mflow (k,\mu ) . \label {Xeqn26-28}\end {equation}
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$k = k_r + \I k_i$


\begin {equation}\begin {bmatrix} \mathfrak {R}(\Mflow ) & -\mathfrak {I}(\Mflow ) & \mathfrak {R}(\Mflow _k\egv ) & -\mathfrak {I}(\Mflow _k\egv ) \\ \mathfrak {I}(\Mflow ) & \phantom {-}\mathfrak {R}(\Mflow ) & \mathfrak {I}(\Mflow _k\egv ) & \phantom {-}\mathfrak {R}(\Mflow _k\egv ) \\ \mathfrak {R}(\vg {n}_{\egv }) & -\mathfrak {I}(\vg {n}_{\egv }) & 0 & 0 \\ \mathfrak {I}(\vg {n}_{\egv }) & \phantom {-}\mathfrak {R}(\vg {n}_{\egv }) & 0 & 0 \\ \end {bmatrix} \begin {bmatrix} \egv _r' \\ \egv _i' \\ k_r' \\ k_i' \\ \end {bmatrix} = -\begin {bmatrix} \depa _1 \mathfrak {R}(\Mflow \egv ) \\ \depa _1 \mathfrak {I}(\Mflow \egv ) \\ \depa _2 \mathfrak {R}(\norma ) \\ \depa _2 \mathfrak {I}(\norma ) \end {bmatrix} - \begin {bmatrix} \mathfrak {R}(\Mflow _\mu \egv ) \\ \mathfrak {I}(\Mflow _\mu \egv ) \\ 0 \\ 0 \end {bmatrix} . \label {eq:leaky_ODE_split}\end {equation}


$\xi = \xi (\mu )$


\begin {equation}\Mflow (k,\xi ,\mu )\egv =\vt {0}. \label {eq:NLEVP_matrixFlow_xi}\end {equation}


\begin {equation}g(k,\xi ,\mu ) = 0. \label {Xeqn29-31}\end {equation}


\begin {equation}\begin {bmatrix} \Mflow (k,\xi ,\mu ) & \Mflow _\xi (k,\xi ,\mu )\egv & \Mflow _k(k,\xi ,\mu )\egv \\ \mbf 0 & g_\xi (k,\xi ,\mu ) & g_k(k,\xi ,\mu ) \\ \vg {n}_{\egv }(\egv ) & 0 & 0 \end {bmatrix} \begin {bmatrix} \egv ' \\ \xi ' \\ k' \end {bmatrix} = - \begin {bmatrix} \depa _1 \Mflow (k,\xi ,\mu )\egv \\ \depa _1 g(k,\xi ,\mu ) \\ \depa _2 \norma (\egv ) \end {bmatrix} - \begin {bmatrix} \Mflow _\mu (k,\xi ,\mu )\egv \\ g_\mu (k,\xi ,\mu ) \\ 0 \end {bmatrix} , \label {eq:leaky_ODE_constraint}\end {equation}


\begin {align}\Mflow '(k,\xi ,\mu ) & =: \Mflow _\mu (k,\xi ,\mu )+ \Mflow _\xi (k,\xi ,\mu )\,\xi ' + \Mflow _k(k,\xi ,\mu )\,k', \\ g'(k,\xi ,\mu ) & =: g_\mu (k,\xi ,\mu ) + g_\xi (k,\xi ,\mu )\,\xi ' + g_k(k,\xi ,\mu )\,k',\end {align}


\begin {equation}\mbf J(\egv ,k,\xi ,\mu ) = \begin {bmatrix} \partial _{\egv } \mbf {b} & \partial _\xi \mbf {b} & \partial _k \mbf {b} \end {bmatrix} = -\begin {bmatrix} \depa _1 \Mflow + \Mflow _\mu & \depa _1 \Mflow _\xi \egv + \Mflow _{\mu \xi }\egv & \depa _1 \Mflow _k\egv + \Mflow _{\mu k}\egv \\ \mbf 0 & \depa _1 g_\xi + g_{\mu \xi } & \depa _1 g_k + g_{\mu k} \\ \depa _2 \vg {n}_{\egv } & 0 & 0 \end {bmatrix} . \label {eq:leaky_Jac_constrained}\end {equation}


\begin {equation}\Big (-k^2 \Ez + \I k\Eo -\Et +\mu \M + \sum \limits _{j=1}^6 \pm b_j\sqrt {\mu /c_j^2 - k^2}\, \mbf R_j\Big )\egv =\vt {0}. \label {eq:GWproblem_embedded_combined}\end {equation}


$\Mflow _\mu (k,\mu )$


$\Mflow _k(k,\mu )$


$\Mflow _{\mu k}(k,\mu )$


$\sqrt {z}$


$\mathfrak {R}(z)\leq 0, \mathfrak {I}(z) = 0$


$\mathfrak {I}(z) = 0$


$\mathfrak {R}(z)< 0$


$\sqrt {z}$


$\mathfrak {I}(z) = 0$


$\mathfrak {R}(z)< 0$


$\sqrt {z}$


$\sqrt {z}$


$x>0$


$\lim _{\delta \to 0}\sqrt {-x + \I \delta }=\I \sqrt {x}\ne -\I \sqrt {x}=\lim _{\delta \to 0}\sqrt {-x - \I \delta }$


$\sqrt {z}$


$k_S$


\begin {equation}(\kappa ^f)^2-k_S^2 < 0, \quad |(\kappa ^f)^2-k_S^2| \ll 1, \quad \mathfrak {I}\big ((\kappa ^f)^2-k_S^2\big ) = 0. \label {Xeqn33-36}\end {equation}


$\xi _j$


\begin {align}\Big (-k^2 \Ez + \I k\Eo -\Et +\mu \M + \sum \limits _{j=1}^6 b_j\,\xi _{j} \mbf R_j\Big )\egv & = \vt {0}, \\ \xi _1^2 - \frac {\mu }{c_1^2} + k^2 & = 0, \\ \xi _2^2 - \frac {\mu }{c_2^2} + k^2 & = 0, \\\nonumber \vdots & \quad \label {eq:GWproblem_embedded_xiSquared}\end {align}
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\begin {equation}\Mflow (k,\mu ) = -k^2 \Ez + \I k\Eo -\Et +\mu \M +\mbf R(k,\mu ) \label {Xeqn34-38}\end {equation}


\begin {equation}\mbf R(k,\mu ) = \sum \limits _{j=1}^6 b_j\, \xi _{j} \mbf R_j. \label {Xeqn35-39}\end {equation}


\begin {equation}\frac {\partial }{\partial k}\xi _{j}(k,\mu ) = -\frac { k}{\xi _{j}}, \qquad \frac {\partial }{\partial \mu }\xi _{j}(k,\mu )= \frac { 1}{2c_j^2\xi _{j}}, \label {Xeqn36-40}\end {equation}


\begin {equation}b_{j,k} =: \frac {\mathrm {d}}{\mathrm {d} k} b_j = \begin {cases} 0 & j \in {\{1,2\}} \qquad \quad \ \ \; \text {fluid\; halfspace,} \\ 1 & j \in \{3,4,5,6\} \qquad \text {solid\; halfspace,} \end {cases} \label {Xeqn37-41}\end {equation}


\begin {align}\Mflow _k(k,\mu ) = \frac {\partial }{\partial k}\Mflow (k,\mu ) & = -2k \Ez + \I \Eo + \sum \limits _{j=1}^6 \left (b_{j,k}\,\xi _{j} -\frac {b_jk}{\xi _{j}}\right )\mbf R_j, \\ \Mflow _\mu (k,\mu ) = \frac {\partial }{\partial \mu }\Mflow (k,\mu ) & = \M + \sum \limits _{j=1}^6 \frac {b_j }{2\xi _{j}c_j^2} \mbf R_j.\end {align}


\begin {align}\Mflow _{\mu k}(k,\mu ) = \frac {\partial ^2}{\partial k \partial \mu }\Mflow (k,\mu ) & = \sum \limits _{j=1}^6 \Big ( \frac {b_{j,k}}{2\xi _{j}c_j^2} + \frac {b_j k}{2\xi _j^3 c_j^2} \Big ) \, \mbf R_j.\end {align}
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\begin {equation}\Mflow = \Mflow (k,\vg {\xi },\mu ), \quad \mbf R = \mbf R(k,\vg {\xi },\mu ) \label {Xeqn38-45}\end {equation}


\begin {equation}g_j(k,\xi _j,\mu ) = \xi ^2_j - \frac {\mu }{c_j^2} + k^2 = 0. \label {Xeqn39-46}\end {equation}


\begin {align}& \Mflow _\mu = \M , \\ & \Mflow _k(k,\vg {\xi }) = -2k \Ez + \I \Eo + \sum \limits _{j=1}^6 b_{j,k}\, \xi _j\mbf R_j, \\ & \Mflow _\xi (k,\vg {\xi }) = \sum \limits _{j=1}^6 b_j\,\mbf R_j, \\ & g_{j\mu }(k,\xi _j,\mu ) = - \tfrac {1}{c_j^2}, \\ & g_{jk}(k,\xi _j,\mu ) = 2k \\ & g_{j\xi }(k,\xi _j,\mu ) = 2\xi _j.\end {align}


\begin {align}& g_{j\mu k} = g_{j\mu \xi } = 0, \\ & \Mflow _{\mu k} = \Mflow _{\mu \xi } = \mbf 0.\end {align}
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\begin {equation}\dlFreq = \frac {\omega h}{c_t} \label {Xeqn40-55}\end {equation}
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\begin {equation}\depa _1 = c_{\chi _1}\frac {h^2}{c_t^2}, \quad \depa _2 = c_{\chi _2}\frac {h^2}{c_t^2} \label {Xeqn41-56}\end {equation}
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\begin {equation}\label {eq:depa_inh} \depa _1 = \frac {c_{\chi _1}}{n_\ell }\sum \limits _{i=1}^{n_\ell } \frac {h_i^2}{c_{t,i}^2}, \quad \depa _2 = \frac {c_{\chi _2}}{n_\ell }\sum \limits _{i=1}^{n_\ell } \frac {h_i^2}{c_{t,i}^2}.\end {equation}
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\begin {equation}\sqrt {\frac {\omega _0^2}{c_j^2} - k^2} \approx \frac {\omega _0}{c_j}\qquad \qquad \textit {dashpot approximation}, \label {Xeqn43-58}\end {equation}
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\begin {equation}\sqrt {\frac {\omega _0^2}{c_j^2} - k^2} \approx \sqrt {\frac {\omega _0^2}{c_j^2} - \bar {k}^2}\qquad \qquad \textit {mean value approximation}. \label {Xeqn44-59}\end {equation}
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\begin {equation}k \approx \frac {\omega _0}{c^f_j} \qquad \qquad \textit {quasi-Scholte approximation}. \label {Xeqn46-61}\end {equation}


\begin {equation}\mbf M = \left [\begin {array}{ll} 2 & 1 \\ 1 & 2 \end {array}\right ], \quad \mbf E_0=\frac {1}{3}\left [\begin {array}{ll} 2 & 1 \\ 1 & 2 \end {array}\right ], \quad \mbf E_1=\mathbf {0}, \quad \mbf E_2=\frac {3}{2}\left [\begin {array}{rr} 1 & -1 \\ -1 & 1 \end {array}\right ], \quad \mbf R=\mathbf {0}. \label {Xeqn47-62}\end {equation}
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\begin {equation}k_{1,2} = \pm \sqrt {3}\omega , \qquad k_{3,4} = \pm \sqrt {3\omega ^2-9}. \label {Xeqn48-63}\end {equation}
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\begin {equation}\label {eq:Edamped} \hat {\mbf E}_i = \mbf E_i (1 - \I \delta ).\end {equation}
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\begin {equation}\label {eq:residual} r_i = |\mbf r_i|, \qquad \mbf r_i = \begin {bmatrix} \frac {\Mflow (k_i,\mu _i)\egv _i}{|\egv _i|} \\ \norma (\egv _i) \end {bmatrix},\end {equation}
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\begin {equation}\mbf C_{0^\circ } = \left [\begin {array}{llllll} 154 & 3.7 & 3.7 & 0 & 0 & 0 \\ 3.7 & 9.5 & 5.2 & 0 & 0 & 0 \\ 3.7 & 5.2 & 9.5 & 0 & 0 & 0 \\ 0 & 0 & 0 & 2.15 & 0 & 0 \\ 0 & 0 & 0 & 0 & 4.2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 4.2 \end {array}\right ],\quad \mbf C_{90^\circ } = \left [\begin {array}{llllll} 9.5 & 3.7 & 5.2 & 0 & 0 & 0 \\ 3.7 & 154 & 3.7 & 0 & 0 & 0 \\ 5.2 & 3.7 & 9.5 & 0 & 0 & 0 \\ 0 & 0 & 0 & 4.2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2.15 & 0 \\ 0 & 0 & 0 & 0 & 0 & 4.2 \end {array}\right ] \label {Xeqn52-A.1}\end {equation}
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$\mbf C_{90^\circ }(1-0.01\,\I )$
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Fig. 1. Plate of thickness ℎ, stiffness tensor 𝐂, and mass density 𝜌 in contact with unbounded media of different properties. For illustration, the 
plate is coupled both to another solid (𝐂̃1, 𝜌̃1) and a fluid halfspace (wave velocity 𝑐2, density 𝜌̃2) at the top and bottom surface, respectively, while 
all combinations of fluid, solid, and free surface are generally possible. The wavenumber of a (quasi-) guided wave mode is denoted by 𝑘, while the 
free-field wavenumbers of longitudinal and shear waves in the unbounded media are 𝜅1,2 and 𝛾1, respectively.

for predicting wave propagation behavior. For some simple cases, such as homogeneous plates with traction-free or clamped surfaces, 
implicit closed-form expressions for dispersion relations can be derived and solved by standard root-finding algorithms [12]. More 
complex structures, i.e., layered plates or cylindrical waveguides, require more general formulations like the Transfer Matrix Method, 
Global Matrix Method, or Stiffness Matrix Method, together with mode-tracing techniques [13–15].

Over the past few decades, semi-analytical methods have emerged as the standard for most practical problems. These methods dis-
cretize the waveguide’s cross-section using finite elements or similar techniques, yielding an eigenvalue formulation whose solutions 
are the axial wavenumbers and mode shapes. Notable representatives of such methods include the semi-analytical finite element 
method (SAFE) [16,17], the thin layer method (TLM) [18,19], and a variant of the scaled boundary finite element method [20], 
which are all widely adopted due to their robustness and ability to capture all solutions that the chosen discretization can represent. 
Despite their advantages, semi-analytical methods face challenges in describing waveguides that are in contact with unbounded me-
dia. A common approach is to apply the well-known concept of perfectly matched layers (PML) [21,22] or a variant called perfectly 
matched discrete layers (PMDL) [23]. While this technique requires discretizing parts of the unbounded domain (hence increasing 
matrix sizes) and additional effort for filtering spurious modes and dealing with backward propagating modes [24], it is a viable 
option in many scenarios, especially for three-dimensional problems, where analytical descriptions of the wave transmission into 
the unbounded domain are limited [25]. A simpler, yet generally more expensive approach relies on absorbing regions [26], i.e., a 
truncated discretization of the unbounded domain with appropriate material damping. To a lesser extent, boundary element methods 
have been employed to achieve the same goal [27]. Furthermore, approximate techniques using dashpots [28] have been developed 
to account for radiation damping at high frequencies in an efficient manner. In contrast to this, incorporating the exact boundary 
conditions (i.e., the actual relationship between the wavenumbers in the plate and those in the unbounded media) leads to nonlinear 
eigenvalue problems [6,27,29,30], which are notoriously difficult to solve [31,32]. In special cases, such as homogeneous fluid load-
ing, the problem can be linearized and efficiently solved [33]. Iterative solutions have also been proposed for fluid loading scenarios 
[30]. The latter uses the solutions of the free waveguide as initial guesses and attempts to compute solutions of the nonlinear problem 
by inverse iteration, which is relatively efficient but not always robust in the presence of many modes with similar eigenvalues.

Recently, we demonstrated that the nonlinear eigenvalue problem arising in more general cases, such as layered plate structures 
coupled to fluid and/or solid halfspaces, can be stated as a multiparameter eigenvalue problem [6]. This reformulation enables the 
application of recently developed solution techniques [34], implemented in the Matlab toolbox MultiParEig [35]. While this approach 
is highly robust and capable of finding all solutions, it is computationally demanding. The cost increases rapidly with the size of the 
finite element matrices and the number of additional parameters, restricting its application to relatively small cases.

Hence, it is worthwhile to consider other ideas, in particular with the goal of obtaining more efficient algorithms that extend the 
applicability of the underlying formulation to more complex problems. In this paper, we explore an alternative approach to computing 
eigencurves based on a methodology that was presented by Zhang et al. [36,37] and further developed by Uhlig et al. [38,39] for 
the solution of different parameter-dependent matrix equations. The key idea is to transform the matrix equation (in our application, 
a parameter-dependent nonlinear eigenvalue problem) into an ordinary differential equation (ODE) by assuming that the solution’s 
residual decays exponentially with respect to the free parameter. The resulting ODE can then be solved using standard numerical 
techniques. This concept arose in this form in the study of recurrent neural networks (see also, e.g., [40,41]) and is hence known 
to many as Zeroing Neural Networks [42] or Zhang Neural Networks [43], both abbreviated as ZNN. There are several somewhat 
similar methodologies, such as dynamic relaxation [44], artificial compressibility [45], or Baumgarte stabilization [46].

In [47], we have briefly considered this approach for computing eigencurves of the free waveguide problem, but stated that 
we were ‘not yet sure about this approach’s practical usefulness.’ The free waveguide problem is generally easy to linearize and 
efficiently solvable by standard methods, making an alternative mode-tracing approach less relevant. However, we now recognize 
that this technique is particularly advantageous for leaky waveguides, as it can directly incorporate the involved nonlinearities. This 
allows computations to be performed on the original matrices, in contrast to the transformation into a multiparameter eigenvalue 
problem in [6], which ultimately requires solving a much larger linear problem. Furthermore, in the case of leaky waves, the focus 
is typically on a small subset of modes – specifically those that radiate energy away from the waveguide and exhibit relatively low 
attenuation. A core advantage of the proposed approach is that it follows individual modes during computation, unlike traditional 
semi-analytical solution procedures or our previous work, which compute eigenvalues at predefined frequency or wavenumber points 
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without tracking their evolution. This bears some conceptual resemblance to mode-tracing techniques used in the Global Matrix 
Method and other analytical approaches. These methods typically employ extrapolation of known solutions, which is essential for 
establishing sufficiently accurate starting values for root-finding algorithms. For specific problems, tangentially related continuation 
approaches have been used in the modeling of free elastic waveguides [48], for finding exceptional points in acoustic waveguides 
[49], or to trace bending modes in fluid-conveying pipes [50]. The latter problem class has also been investigated using the technique 
presented in the current paper [51].

This paper focuses on developing an algorithm to compute eigencurves of the nonlinear eigenvalue problem describing leaky waves 
in plate structures. For brevity, we will not provide details on the derivation of said eigenvalue problem and instead refer to some of 
the many papers that contain the complete formulation. We will pose the known problem directly in Section 2 and then explain the 
fundamental concept of deriving a system of ODEs from a given objective function in Section 3. We then apply this formulation to the 
problem at hand, i.e., the nonlinear eigenvalue problem, in Section 4 and discuss the issue of efficiently obtaining good initial values 
to start the mode-tracing in Section 5. Finally, we present a selection of numerical examples of increasing complexity in Section 6 
before drawing conclusions from our findings in Section 7.

2.  Problem statement

The semi-discrete version of the guided wave formulation, when the coupling to unbounded fluid or solid media is included, leads 
to a nonlinear eigenvalue problem for wavenumbers 𝑘 and eigenvectors 𝝓 with the frequency 𝜔 playing the role of the continuous 
parameter. The eigenvector includes the nodal displacements arising from the finite-element discretization of the plate’s cross-section, 
as well as the amplitudes of the displacements or pressure describing the unbounded domains at the plate’s surfaces. The detailed 
derivation of the formulation in the version used here is presented in [6] and is not repeated here. Further details on the underlying 
semi-analytical model for general waveguides can be found in, e.g., Gravenkamp et al. [20,30] and many others. The finite-element 
matrices used in the following were computed with the help of the open-source Matlab implementation SAMWISE [52]. Since the 
form of the waveguide problem discussed here involves only terms in 𝜔2, we introduce 𝜇 = 𝜔2 and write

(

−𝑘2𝐄0 + i𝑘𝐄1 − 𝐄2 + 𝜇𝐌 + 𝐑(𝑘, 𝜇)
)

𝝓 = 𝟎. (1)

The term 𝐑(𝑘, 𝜇) incorporates the nonlinearities that arise due to coupling to the unbounded halfspaces at the top and bottom of the 
plate structure; it reads

𝐑(𝑘, 𝜇) =
6
∑

𝑗=1
𝑏𝑗𝜉𝑗𝐑𝑗 (2)

with

𝑏𝑗 =

{

i 𝑗 ∈ {1, 2} fluid halfspace,
𝑘 𝑗 ∈ {3, 4, 5, 6} solid halfspace. (3)

Here, the symbol 𝜉 represents vertical wavenumbers of partial waves in the unbounded domains, and i is the imaginary unit. The sparse 
coupling matrices 𝐑𝑗 have been derived in detail previously [6]. For simplicity in notation, we always include all six terms (one/two 
partial waves in each adjacent fluid/solid), and for any halfspace that is not present in the current model, we set the corresponding 
𝐑𝑗 matrices to 𝟎 and 𝜉𝑗 to an arbitrary finite value. Hence, we introduce here the parameter 𝑏𝑗 to distinguish the slightly different 
terms for solid and fluid media. This notation implies that 𝑗 ∈ {1, 2} always correspond to variables associated with the acoustic fluids 
(if present), while 𝑗 ∈ {3, 4, 5, 6} are reserved for solid media. The vertical wavenumber 𝜉𝑗 is related to the corresponding free-field 
wave speed 𝑐𝑗 (for every halfspace present in the model) via

𝜉𝑗 (𝑘, 𝜇) = ±
√

𝜇
𝑐2𝑗

− 𝑘2. (4)

Note that, in the above relationship, the vertical wavenumber depends nonlinearly on the eigenvalue 𝑘, which is the main challenge 
in solving this class of problems.

3.  Solution approach

3.1.  General concept

The basic idea, as outlined in [37–39] and applied to the free waveguide problem in [47], is the following. Assume we want to 
minimize a parameterized objective function 𝑓 (𝑦(𝑡), 𝑡), i.e., solve

𝑓 (𝑦(𝑡), 𝑡) = 0 (5)

with a given parameter 𝑡 ∈ [𝑡0, 𝑡1]. Thus, the goal is to find a function 𝑦(𝑡), such that the objective function vanishes for all 𝑡 within 
the given interval. To address this problem numerically, we postulate the existence of the following derivative

𝑓 ′(𝑦(𝑡), 𝑡) = −𝜒𝑓 (𝑦(𝑡), 𝑡), (6)
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which implies an exponentially decreasing residual of (5). Here, the prime symbol denotes the total derivative with respect to 𝑡, 
and 𝜒 is an algorithmic constant to be chosen later. Eq. (6) represents an ordinary differential equation (ODE) that can be solved 
numerically, provided that 𝑦 is known at some initial value, say 𝑦(𝑡0) =∶ 𝑦0. Hence, instead of Eq. (5), we will solve the initial value 
problem:
Let 𝑓 (𝑦(𝑡), 𝑡) be a differentiable objective function and  = (𝑡0, 𝑡1) an open interval. Find 𝑦(𝑡) such that 

𝑓 ′(𝑦(𝑡), 𝑡) = −𝜒𝑓 (𝑦(𝑡), 𝑡), 𝑡 ∈  (7a)

𝑦(𝑡0) = 𝑦0. (7b)

3.2.  Introductory example

Let us consider the objective function
𝑓 (𝑦(𝑡), 𝑡) = 𝑡 + (𝑡2 + 1)𝑦 − 2 (8)

with the derivative
𝑓 ′(𝑦(𝑡), 𝑡) = 1 + 2𝑡𝑦 + (𝑡2 + 1)𝑦′. (9)

This problem has a simple analytical solution that we pose here for verifying the results; namely, the objective function vanishes for

𝑦e(𝑡) =
2 − 𝑡
𝑡2 + 1

, (10)

i.e.,

𝑓 (𝑦e(𝑡), 𝑡) = 0 ∀ 𝑡. (11)

To demonstrate the numerical procedure, we substitute (8) and (9) into (6) and obtain
(𝑡2 + 1) 𝑦′ = −𝜒

(

𝑡 + (𝑡2 + 1)𝑦 − 2
)

− 1 − 2𝑡𝑦. (12)

The ODE (12) can be integrated numerically starting from some known value of 𝑦. Here, we employ an implicit multistep solver with 
a variable step size as implemented in Matlab’s function ode15s. Note that here and in the following examples, we employ the solver 
in its ‘mass matrix form’ and avoid division by the factor 𝑡2 + 1. For a more efficient evaluation, we can provide the solver with the 
Jacobian, which is obtained as the derivative of the right-hand side of (12) with respect to 𝑦:

𝐽 (𝑡) = −𝜒(𝑡2 + 1) − 2𝑡. (13)

Say we want to solve Eq. (8) within an interval 𝑡 ∈ [−4, 4]. As a starting value, we could, of course, use the known exact solution at a 
given 𝑡-value. However, to demonstrate the robustness of this approach, particularly when an exact solution is unknown, we use an 
approximate initial value. Noting that

lim
𝑡→±∞

𝑦e(𝑡) = 0, (14)

we approximate
𝑦e(−4) ≈ 0 (15)

and, hence, select 𝑡0 = −4, 𝑦0 = 0. Furthermore, we choose 𝜒 = 10 and set the relative tolerance of the numerical solver to 10−6. Results 
of the computed solution and the corresponding residual are shown in Fig. 2. It is worth noting that, despite the large error of the 
initial condition (the exact value is 𝑦e(−4) = 6∕17 ≈ 0.35), the numerical result rapidly approaches the exact solution and ultimately 
yields residuals below 10−5. In fact, the algorithm converges even if the initial condition is off by several orders of magnitude.

3.3.  Extension to coupled systems of equations

We observe that the procedure outlined above is adjusted straightforwardly to treat systems that depend on several functions of the 
parameter 𝑡. Namely, the minimization of a system of objective functions

𝐟 (𝐲(𝑡), 𝑡) =∶

⎡

⎢

⎢

⎢

⎢

⎣

𝑓1(𝑦1(𝑡), 𝑦2(𝑡),… , 𝑦𝑛(𝑡), 𝑡)
𝑓2(𝑦1(𝑡), 𝑦2(𝑡),… , 𝑦𝑛(𝑡), 𝑡)

⋮
𝑓𝑛(𝑦1(𝑡), 𝑦2(𝑡),… , 𝑦𝑛(𝑡), 𝑡)

⎤

⎥

⎥

⎥

⎥

⎦

= 𝟎 (16)

is posed as the solution of the initial value problem 
𝐟 ′(𝐲(𝑡), 𝑡) = −𝜒𝐟 (𝐲(𝑡), 𝑡), 𝑡 ∈  (17a)

𝐲(𝑡0) = 𝐲0. (17b)

Here, we have assumed that the same algorithmic constant 𝜒 is chosen for all entries of 𝐟 (𝐲(𝑡), 𝑡). Otherwise, 𝜒 is to be replaced by a 
corresponding diagonal matrix 𝐗 = diag(𝜒1, 𝜒2,… , 𝜒𝑛).
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Fig. 2. Analytical and numerical solution 𝑦(𝑡) of the introductory example and residual |𝑓 (𝑡)| as functions of the parameter 𝑡.

3.4.  Application to eigenvalues of matrix functions

We will now apply the same technique to compute the eigencurves of a matrix function, i.e., to solve an eigenvalue problem that 
depends on one parameter:

𝐋(𝑘, 𝜇)𝝓 = 𝟎. (18)

The specific case of (leaky) guided waves will be addressed in the following section. For easier comparison with the previous literature, 
the eigenvalue and eigenvector are denoted as 𝑘 = 𝑘(𝜇), 𝝓 = 𝝓(𝜇), and 𝜇 = 𝜔2 is the free parameter. As the eigenvectors are only 
defined up to a multiplicative constant, we need to choose a normalization in order to obtain unique results, e.g.,

𝑛(𝝓) =∶ 𝝓H𝝓 − 1 = 0. (19)

Hence, we define the objective function

𝐟 (𝝓, 𝑘, 𝜇) =
[

𝐋(𝑘, 𝜇)𝝓
𝑛(𝝓)

]

(20)

and write the total derivative with respect to the parameter 𝜇 as

𝐟 ′(𝝓, 𝑘, 𝜇) =
[

𝐋(𝑘, 𝜇)𝝓′ + 𝐋′(𝑘, 𝜇)𝝓
𝒏𝝓(𝝓)𝝓′

]

. (21)

Remark 1. The normalization defined by Eq. (19) is not complex differentiable with respect to 𝝓, though it is differentiable with 
respect to the real and imaginary parts ℜ(𝝓), ℑ(𝝓), and the Wirtinger derivatives exist [53], permitting a well-defined complex 
gradient [54,55]. It is known in the context of optimization problems that we can employ the approximation 2𝝓H (analogously to 
real-valued vectors) to obtain a linearization, e.g., in Newton’s method [56]. Here, we will use the same concept to approximate the 
derivative with respect to 𝝓 that we require in the following steps. There are other possible normalizations; in particular, a popular 
choice is to use 𝑛(𝝓) = 𝝓H

c 𝝓 − 1, with some constant vector 𝝓c (e.g., the initial value). While this approach generally works and avoids 
the theoretical issue of a non-differentiable normalization, we found that the one defined by Eq. (19) resulted in a slightly more robust 
computation in our examples. Hence, we will stick with this version and the general notation 𝒏𝝓, irrespective of the normalization 
we employ, keeping in mind that, in the case of Eq. (19), 𝒏𝝓(𝝓) = 2𝝓H is not a true complex derivative.
We continue by isolating terms in 𝐟 ′(𝝓, 𝑘, 𝜇) that are multiplied by 𝝓, 𝝓′, or 𝑘′. To this end, the total derivative 𝐋′(𝑘, 𝜇) is written 
using the partial derivatives as

𝐋′(𝑘, 𝜇) = d
d𝜇

𝐋(𝑘, 𝜇) = 𝜕
𝜕𝜇

𝐋(𝑘, 𝜇) + 𝜕
𝜕𝑘

𝐋(𝑘, 𝜇) d
d𝜇

𝑘, (22)

which we abbreviate as
𝐋′(𝑘, 𝜇) =∶ 𝐋𝜇(𝑘, 𝜇) + 𝐋𝑘(𝑘, 𝜇) 𝑘′, (23)

such that

𝐟 ′(𝝓, 𝑘, 𝜇) =
[

𝐋(𝑘, 𝜇)𝝓′ + 𝐋𝑘(𝑘, 𝜇)𝝓 𝑘′ + 𝐋𝜇(𝑘, 𝜇)𝝓
𝒏𝝓(𝝓)𝝓′

]

. (24)

The precise definition of these terms will be specified later for the cases of interest. Substituting Eqs. (20) and (24) into (17a), we 
find that the system of ODEs is of the form

[

𝐋(𝑘, 𝜇) 𝐋𝑘(𝑘, 𝜇)𝝓
𝒏𝝓(𝝓) 0

][

𝝓′

𝑘′

]

= −
[

𝜒1𝐋(𝑘, 𝜇)𝝓
𝜒2𝑛(𝝓)

]

−
[

𝐋𝜇(𝑘, 𝜇)𝝓
0

]

, (25)
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which we will abbreviate for later use as

𝐀(𝝓, 𝑘, 𝜇)
[

𝝓′

𝑘′

]

= 𝐛(𝝓, 𝑘, 𝜇). (26)

Note that we use two different decay parameters 𝜒1, 𝜒2 to account for a potentially different behavior of the matrix Eq. (18) and the 
normalization (19). The Jacobian is given as

𝐉(𝝓, 𝑘, 𝜇) =
[

𝜕𝝓𝐛 𝜕𝑘𝐛
]

= −
[

𝜒1𝐋(𝑘, 𝜇) + 𝐋𝜇(𝑘, 𝜇) 𝜒1𝐋𝑘(𝑘, 𝜇)𝝓 + 𝐋𝜇𝑘(𝑘, 𝜇)𝝓
𝜒2𝒏𝝓(𝝓) 0

]

, (27)

with

𝐋𝜇𝑘 = 𝜕2

𝜕𝑘𝜕𝜇
𝐋(𝑘, 𝜇). (28)

Both 𝝓 and 𝑘 are generally complex-valued. It is interesting to note that (25) can be split into real and imaginary parts in order to 
optimize both simultaneously. Defining 𝝓 = 𝝓𝑟 + i𝝓𝑖 and 𝑘 = 𝑘𝑟 + i𝑘𝑖, we can rewrite (25) as

⎡

⎢

⎢

⎢

⎢

⎣

ℜ(𝐋) −ℑ(𝐋) ℜ(𝐋𝑘𝝓) −ℑ(𝐋𝑘𝝓)
ℑ(𝐋) ℜ(𝐋) ℑ(𝐋𝑘𝝓) ℜ(𝐋𝑘𝝓)
ℜ(𝒏𝝓) −ℑ(𝒏𝝓) 0 0
ℑ(𝒏𝝓) ℜ(𝒏𝝓) 0 0

⎤

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎣

𝝓′
𝑟

𝝓′
𝑖

𝑘′𝑟
𝑘′𝑖

⎤

⎥

⎥

⎥

⎥

⎦

= −

⎡

⎢

⎢

⎢

⎢

⎣

𝜒1ℜ(𝐋𝝓)
𝜒1ℑ(𝐋𝝓)
𝜒2ℜ(𝑛)
𝜒2ℑ(𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

−

⎡

⎢

⎢

⎢

⎢

⎣

ℜ(𝐋𝜇𝝓)
ℑ(𝐋𝜇𝝓)

0
0

⎤

⎥

⎥

⎥

⎥

⎦

. (29)

While some implementations of solvers for systems of ODEs may recommend or even require this real-valued formulation, we will 
stick with the complex version in what follows.

3.5.  Incorporating algebraic constraints

It is generally straightforward to formulate the approach for an arbitrary number of coupled equations, as mentioned in Section 3.3. 
Here, we only showcase one specific case that will be of particular importance to our current application, namely the inclusion of 
additional scalar equations. Assume the eigenvalue problem depends on another parameter 𝜉 = 𝜉(𝜇), such that

𝐋(𝑘, 𝜉, 𝜇)𝝓 = 𝟎. (30)

In our case, the solution to (30) satisfies a scalar equation
𝑔(𝑘, 𝜉, 𝜇) = 0. (31)

Thus, Eq. (25) is extended as
⎡

⎢

⎢

⎣

𝐋(𝑘, 𝜉, 𝜇) 𝐋𝜉 (𝑘, 𝜉, 𝜇)𝝓 𝐋𝑘(𝑘, 𝜉, 𝜇)𝝓
𝟎 𝑔𝜉 (𝑘, 𝜉, 𝜇) 𝑔𝑘(𝑘, 𝜉, 𝜇)

𝒏𝝓(𝝓) 0 0

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

𝝓′

𝜉′

𝑘′

⎤

⎥

⎥

⎦

= −
⎡

⎢

⎢

⎣

𝜒1𝐋(𝑘, 𝜉, 𝜇)𝝓
𝜒1𝑔(𝑘, 𝜉, 𝜇)
𝜒2𝑛(𝝓)

⎤

⎥

⎥

⎦

−
⎡

⎢

⎢

⎣

𝐋𝜇(𝑘, 𝜉, 𝜇)𝝓
𝑔𝜇(𝑘, 𝜉, 𝜇)

0

⎤

⎥

⎥

⎦

, (32)

where the matrix entries are defined via 
𝐋′(𝑘, 𝜉, 𝜇) =∶ 𝐋𝜇(𝑘, 𝜉, 𝜇) + 𝐋𝜉 (𝑘, 𝜉, 𝜇) 𝜉′ + 𝐋𝑘(𝑘, 𝜉, 𝜇) 𝑘′, (33a)

𝑔′(𝑘, 𝜉, 𝜇) =∶ 𝑔𝜇(𝑘, 𝜉, 𝜇) + 𝑔𝜉 (𝑘, 𝜉, 𝜇) 𝜉′ + 𝑔𝑘(𝑘, 𝜉, 𝜇) 𝑘′, (33b)

and the Jacobian is extended correspondingly as

𝐉(𝝓, 𝑘, 𝜉, 𝜇) =
[

𝜕𝝓𝐛 𝜕𝜉𝐛 𝜕𝑘𝐛
]

= −
⎡

⎢

⎢

⎣

𝜒1𝐋 + 𝐋𝜇 𝜒1𝐋𝜉𝝓 + 𝐋𝜇𝜉𝝓 𝜒1𝐋𝑘𝝓 + 𝐋𝜇𝑘𝝓
𝟎 𝜒1𝑔𝜉 + 𝑔𝜇𝜉 𝜒1𝑔𝑘 + 𝑔𝜇𝑘

𝜒2𝒏𝝓 0 0

⎤

⎥

⎥

⎦

. (34)

Several constraints of this form can be included analogously.

4.  Specific case of (leaky or trapped) guided waves

4.1.  Overview

We can now address the problem at hand, i.e., the nonlinear parameterized eigenvalue problem (1). For clarity, we substitute Eqs. (2) 
and (4) into (1) to appreciate the overall structure of the eigenvalue problem:

(

− 𝑘2𝐄0 + i𝑘𝐄1 − 𝐄2 + 𝜇𝐌 +
6
∑

𝑗=1
±𝑏𝑗

√

𝜇∕𝑐2𝑗 − 𝑘2 𝐑𝑗

)

𝝓 = 𝟎. (35)

Note that each combination of signs for the vertical wavenumbers describes a distinct mode, and we will fix this combination of signs 
while tracing one individual mode. To apply the solution procedure outlined in Section 3.4, we only need to derive the terms 𝐋𝜇(𝑘, 𝜇), 
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𝐋𝑘(𝑘, 𝜇), 𝐋𝜇𝑘(𝑘, 𝜇). As they are trivial to obtain, we will provide the relevant expressions without much further explanation. In the 
following, we will refer to this variant of the algorithm as version i. We will see that this approach is remarkably robust and accurate 
for the most part – with one important exception: The square-root function √𝑧 is not complex differentiable for ℜ(𝑧) ≤ 0,ℑ(𝑧) = 0
(and not even continuous at ℑ(𝑧) = 0 for any ℜ(𝑧) < 0).1

While the vast majority of solutions exhibit a significant imaginary part of the wavenumber (i.e., attenuation due to leakage into 
the adjacent halfspace or material damping), some trapped modes may be present that are characterized by a vanishing imaginary 
part. Famously, the quasi-Scholte modes that exist in a solid plate immersed in an acoustic fluid propagate with a real wavenumber, 
say 𝑘𝑆 , slightly larger than the free-field wavenumber in the fluid, and are thus characterized by

(𝜅𝑓 )2 − 𝑘2𝑆 < 0, |(𝜅𝑓 )2 − 𝑘2𝑆 | ≪ 1, ℑ
(

(𝜅𝑓 )2 − 𝑘2𝑆
)

= 0. (36)

Numerically, the consequence of this discontinuity in the coupling term is that the solution of the ODE is prone to strong oscillations 
when the argument of the square root approaches the negative real axis. The nonlinear solver essentially extrapolates based on previ-
ous solutions of the eigenvector and eigenvalue and performs iterations to minimize the residual of the nonlinear objective function. 
Hence, near the negative real axis, it becomes likely that, during an extrapolation or iteration, an approximation for the eigenvalue is 
found with the incorrect sign. Once this happens, the nonlinear iterations are unlikely to converge due to the discontinuity. Depending 
on the employed solver, this issue manifests either as erroneous solutions or as a failure to adjust the step size within the acceptable 
error tolerance.

To eliminate this issue of a discontinuous objective function, we consider an alternative variant of the proposed procedure that 
consists of treating the vertical wavenumbers 𝜉𝑗 as additional parameters and solving the coupled system of equations 

(

− 𝑘2𝐄0 + i𝑘𝐄1 − 𝐄2 + 𝜇𝐌 +
6
∑

𝑗=1
𝑏𝑗 𝜉𝑗𝐑𝑗

)

𝝓 = 𝟎, (37a)

𝜉21 −
𝜇
𝑐21

+ 𝑘2 = 0, (37b)

𝜉22 −
𝜇
𝑐22

+ 𝑘2 = 0, (37c)

⋮

Thus, for each partial wave in one of the unbounded domains (if present), we add a constraint equation in the sense of Section 3.5. 
Again, this formulation is straightforwardly obtained after deriving the terms in Eq. (32), which will be given in Section 4.3. We 
will refer to this formulation as version ii. Clearly, the advantage of this approach lies in the fact that the constraint equations 
are continuously differentiable with respect to all parameters (𝑘, 𝜉𝑗 , 𝜇), hence, numerical instabilities near real-valued solutions are 
avoided. However, this version can, in some cases, cause a different problem: As we introduce a constraint on 𝜉2𝑗  rather than 𝜉𝑗 , 
instabilities can occur if two solutions corresponding to the branches +

√

𝜇∕𝑐2𝑗 − 𝑘2 and −
√

𝜇∕𝑐2𝑗 − 𝑘2 are very similar. So far, we 
have encountered this issue only once (Example IV in Section 6.2) in the case of rather extreme attenuation due to a small acoustic 
mismatch between the plate structure and the unbounded media. Nevertheless, it is worthwhile to combine both versions into a 
single highly robust algorithm. We propose using version i as the default variant and switching to version ii only when the 
argument of the square root function for any of the partial waves gets close to the negative real axis. Specifically, we use version ii 
if |ℑ(𝜉2𝑗 )| < 0.01|ℜ(𝜉2𝑗 )| or |𝜉2𝑗 | < 0.01 for any of the partial waves. We note that version ii evokes slightly higher computational costs 
per evaluation due to up to four additional unknowns 𝜉𝑗 . However, this difference is generally negligible, as the number of unknowns 
emerging from the finite-element discretization of the plate is typically significantly larger.

4.2.  Version i

Let us now list the expressions obtained by applying the proposed approach to the two versions of the problem statement mentioned 
above. The first version is based on Eq. (25) with

𝐋(𝑘, 𝜇) = −𝑘2𝐄0 + i𝑘𝐄1 − 𝐄2 + 𝜇𝐌 + 𝐑(𝑘, 𝜇) (38)

and

𝐑(𝑘, 𝜇) =
6
∑

𝑗=1
𝑏𝑗 𝜉𝑗𝐑𝑗 . (39)

Noting that
𝜕
𝜕𝑘

𝜉𝑗 (𝑘, 𝜇) = − 𝑘
𝜉𝑗
, 𝜕

𝜕𝜇
𝜉𝑗 (𝑘, 𝜇) =

1
2𝑐2𝑗 𝜉𝑗

, (40)

1 As a multivalued function, √𝑧 cannot be continuous in the whole complex plane. The standard convention introduces a branch cut along the 
negative real axis (ℑ(𝑧) = 0, ℜ(𝑧) < 0), and defines the principal value √𝑧 with nonnegative real part. Then √𝑧 is analytic off the branch cut, but 
for any real 𝑥 > 0, lim𝛿→0

√

−𝑥 + i𝛿 = i
√

𝑥 ≠ −i
√

𝑥 = lim𝛿→0

√

−𝑥 − i𝛿, so √𝑧 is not continuous on the negative real axis. It is possible to use other 
definitions that would instead lead to a discontinuity, e.g., for positive imaginary numbers, resulting in the analogous challenge for different modes.
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and

𝑏𝑗,𝑘 =∶ d
d𝑘

𝑏𝑗 =

{

0 𝑗 ∈ {1, 2} fluid  halfspace,
1 𝑗 ∈ {3, 4, 5, 6} solid  halfspace, (41)

the expressions in Eq. (25) are readily obtained as

𝐋𝑘(𝑘, 𝜇) =
𝜕
𝜕𝑘

𝐋(𝑘, 𝜇) = −2𝑘𝐄0 + i𝐄1 +
6
∑

𝑗=1

(

𝑏𝑗,𝑘 𝜉𝑗 −
𝑏𝑗𝑘
𝜉𝑗

)

𝐑𝑗 , (42)

𝐋𝜇(𝑘, 𝜇) =
𝜕
𝜕𝜇

𝐋(𝑘, 𝜇) = 𝐌 +
6
∑

𝑗=1

𝑏𝑗
2𝜉𝑗𝑐2𝑗

𝐑𝑗 . (43)

For computing the Jacobian, we additionally require 

𝐋𝜇𝑘(𝑘, 𝜇) =
𝜕2

𝜕𝑘𝜕𝜇
𝐋(𝑘, 𝜇) =

6
∑

𝑗=1

( 𝑏𝑗,𝑘
2𝜉𝑗𝑐2𝑗

+
𝑏𝑗𝑘

2𝜉3𝑗 𝑐
2
𝑗

)

𝐑𝑗 . (44)

4.3.  Version ii

The second variant differs from the first one in that we treat the 𝜉𝑗 as additional parameters, such that
𝐋 = 𝐋(𝑘, 𝝃, 𝜇), 𝐑 = 𝐑(𝑘, 𝝃, 𝜇) (45)

and include the constraint equations of the form
𝑔𝑗 (𝑘, 𝜉𝑗 , 𝜇) = 𝜉2𝑗 −

𝜇
𝑐2𝑗

+ 𝑘2 = 0. (46)

The terms in Eq. (32) are thus obtained as
𝐋𝜇 = 𝐌, (47)

𝐋𝑘(𝑘, 𝝃) = −2𝑘𝐄0 + i𝐄1 +
6
∑

𝑗=1
𝑏𝑗,𝑘 𝜉𝑗𝐑𝑗 , (48)

𝐋𝜉 (𝑘, 𝝃) =
6
∑

𝑗=1
𝑏𝑗 𝐑𝑗 , (49)

𝑔𝑗𝜇(𝑘, 𝜉𝑗 , 𝜇) = − 1
𝑐2𝑗
, (50)

𝑔𝑗𝑘(𝑘, 𝜉𝑗 , 𝜇) = 2𝑘 (51)

𝑔𝑗𝜉 (𝑘, 𝜉𝑗 , 𝜇) = 2𝜉𝑗 . (52)

As before, it is assumed that the constraint equations are only included if the corresponding half-space is present in the model. 
Computing the Jacobian via Eq. (34) is particularly simple, since

𝑔𝑗𝜇𝑘 = 𝑔𝑗𝜇𝜉 = 0, (53)

𝐋𝜇𝑘 = 𝐋𝜇𝜉 = 𝟎. (54)

4.4.  On the choice of the decay parameters 𝜒1, 𝜒2

While the proposed approach is not overly sensitive to the choice of the algorithmic constants 𝜒1, 𝜒2, we must select appropriate 
values for the residual to decay over a reasonable interval of the parameter 𝜇. Keeping in mind the fundamental idea that the objective 
function is assumed to decrease as exp(−𝜒𝜇), it is intuitive to choose these constants such that the residual becomes negligible within 
a small fraction of the considered interval of 𝜇. In the context of waveguide modeling, we can relate this interval to the dimensionless 
frequency 𝑎0, defined as [20]

𝑎0 =
𝜔ℎ
𝑐𝑡

(55)

with the layer thickness ℎ and the (smallest) shear wave velocity 𝑐𝑡. For a multi-layered system, we use the average dimensionless 
frequency over all layers. A reasonable approach to choosing 𝜒1 is obtained by requiring that the residual reduces by a factor of 1∕𝑒
within an interval Δ𝑎0, significantly smaller than the largest dimensionless frequency of interest. This consideration leads, for a single 
layer, to

𝜒1 = 𝑐𝜒1
ℎ2

𝑐2𝑡
, 𝜒2 = 𝑐𝜒2

ℎ2

𝑐2𝑡
(56)
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with constants 𝑐𝜒1 , 𝑐𝜒2 . If the waveguide consists of 𝑛𝓁 layers with individual thicknesses ℎ𝑖 and 𝑐𝑡,𝑖, we adapt these equations accord-
ingly:

𝜒1 =
𝑐𝜒1
𝑛𝓁

𝑛𝓁
∑

𝑖=1

ℎ2𝑖
𝑐2𝑡,𝑖

, 𝜒2 =
𝑐𝜒2
𝑛𝓁

𝑛𝓁
∑

𝑖=1

ℎ2𝑖
𝑐2𝑡,𝑖

. (57)

We may note that the decay parameters have the SI unit s2, as we performed the differentiation of the objective function w.r.t. 𝜇 = 𝜔2

in Eq. (21). When computing dispersion curves, we are typically interested in dimensionless frequencies roughly up to 𝑎0,max = 10, 
including the first five to ten propagating modes [20]. Hence, we may choose 𝑐𝜒1 = 100, i.e., a decay by a factor of 1∕𝑒 within an 
interval Δ𝑎0 = 0.1 – typically about one percent of the entire frequency range of interest. In our numerical studies, we have found 
that the algorithm works well if we set 𝜒2 = 𝜒1. However, we required somewhat fewer steps in the ODE solver by choosing a smaller 
value, e.g., 𝜒2 = 𝜒1∕10. This is a plausible choice, as 𝜒2 affects only the residual of the normalization. While the residual of the 
eigenvalue problem can take relatively large values whose decay is governed by 𝜒1, we can enforce the normalization to be exactly 
satisfied from the start. Hence, we do not require a rapid decrease of the residual in the normalization; in addition, the normalization 
does not have to be satisfied exactly as long as the error in eigenvalues and eigenvectors remains small. Our numerical examples 
will be performed with 𝑐𝜒1 = 100, 𝑐𝜒2 = 10, and we will give some numerical evidence for the suitability of this choice at the end of 
Section 6.2.

5.  Initial values

The proposed approach – like all methods based on mode tracing – requires adequate starting values, which, in our case, can be viewed 
as initial values of the system of ordinary differential Eqs. (25) or (32). Hence, we need to obtain eigenvalues and eigenvectors of 
the parameter-dependent eigenvalue problem at some value of the parameter (here, the frequency) – at least approximately. We 
choose to compute starting values at the highest frequency of interest and trace the modes back towards 𝜔 = 0. This is often helpful, 
as the modes are typically well separated at higher frequencies, and it is easier to select the relevant propagating modes. There are 
numerous ways in which we can attempt to obtain such starting values. The first one is obvious: We can make use of the direct 
numerical method presented in [6], which allows us to compute all solutions at a given frequency, except that this approach is 
computationally expensive and, hence, suitable for reasonably small matrix sizes. In this scenario, we would employ the expensive 
direct solution only once to obtain initial values and trace all required modes starting there. This strategy may still have merit – 
particularly when we do not require all modes, or when we want to follow the behavior of the modes along the frequency – but 
the benefit may not always be worth the effort of dealing with these two solution procedures. On the other hand, it is much more 
exciting to explore the possibilities of approximating solutions at a given frequency to obtain starting values. As we demonstrated 
in Section 3.2, the mode-tracing algorithm can converge to a branch even when the initial values are very far from a true solution. 
However, in the case of eigencurves (or any system of coupled equations), the challenge consists in finding all solutions. Thus, we 
need an adequate number of sufficiently good approximate solutions, such that every branch will be reached by one of the starting 
values. Ideally, we will achieve this by using exactly as many initial values as there are correct solutions, so that we do not waste 
resources finding the same branch multiple times.

For our problem at hand, we can attempt to approximate the nonlinear terms that occur in the eigenvalue problem, i.e., approxi-

mate the functions of the form 
√

𝜔2
0

𝑐2𝑗
− 𝑘2 at a given frequency 𝜔0. One particularly simple approximation is obtained as

√

√

√

√

𝜔2
0

𝑐2𝑗
− 𝑘2 ≈

𝜔0
𝑐𝑗

dashpot approximation, (58)

which implies that the wavenumber in the halfspace 𝜔0
𝑐𝑗

 is significantly larger than that in the waveguide. This is a decent approx-
imation at high frequencies as long as the free-field wave speeds in the waveguide are larger than those in the halfspace, which is 
often true in realistic scenarios. In fact, this assumption leads to roughly the same formulation as the dashpot boundary condition that 
has been presented in [28], except that, in the previous work, the interaction with the halfspace was considered as a von Neumann 
boundary condition. There, the applicability to many relevant scenarios has been discussed, as well as the limitations of this approach. 
To build on this idea, we propose to employ the approximation

√

√

√

√

𝜔2
0

𝑐2𝑗
− 𝑘2 ≈

√

√

√

√

𝜔2
0

𝑐2𝑗
− 𝑘̄2 mean value approximation. (59)

Here, we replace the unknown 𝑘 by a characteristic wavenumber 𝑘̄. This value is obtained by assuming that the real part of a mode 
propagating in the waveguide will typically be between zero and the largest free-field wavenumber of the waveguide’s material at 
the given frequency

𝑘̄ =
𝜔0

2𝑐min
, (60)

where 𝑐min denotes the minimum wave speed in any of the materials inside the waveguide. Substituting this approximation in each 
of the nonlinear terms in (35) yields a simple quadratic eigenvalue problem that can be solved straightforwardly, even for large 
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matrices. We note in passing that this is a much better approximation on average2 than the one originally proposed in [28]. As we 
will see in the numerical examples, this approximation yields excellent starting values that are suitable to trace (almost all) the modes 
in all examples we have tried. The only exception we have encountered is the quasi-Scholte modes at a fluid/solid interface, which 
are characterized by 𝜔0

𝑐𝑓𝑗
≈ 𝑘 and hence are not well represented by any of the approximations above. In many applications, we may 

decide to ignore these modes, as they are often of little practical relevance.3 Nevertheless, we found that we can approximate their 
wavenumber as

𝑘 ≈
𝜔0

𝑐𝑓𝑗
quasi-Scholte approximation. (61)

The corresponding eigenvector is well approximated by setting only the component describing the acoustic pressure in the fluid to 
one and all other components to zero. In conclusion, we use the mean-value approximation and estimate one additional mode for 
each fluid/solid interface by the quasi-Scholte approximation. This combination was found to yield very reliable initial values such 
that all eigencurves are found by the mode-tracing algorithm in all examples we have studied.

6.  Numerical examples

In this section, we demonstrate the applicability of the proposed approach to problems of different complexity. We begin with a 
minimal example that can easily be reproduced and verified against an analytical solution. In the ensuing, we present four examples 
of increasing computational demand, involving both homogeneous and layered structures coupled to fluid or solid unbounded media.

6.1.  Minimal example

We begin with a simple case that we discussed in a different context in [47], namely, an eigenvalue problem of the form (1) with

𝐌 =
[

2 1
1 2

]

, 𝐄0 =
1
3

[

2 1
1 2

]

, 𝐄1 = 𝟎, 𝐄2 =
3
2

[

1 −1
−1 1

]

, 𝐑 = 𝟎. (62)

This rather academic example can be obtained by considering a homogeneous plate (thickness ℎ = 2, mass density 𝜌 = 3, shear 
modulus 𝐺 = 1, Poisson’s ratio 𝜈 = 0.25, plane strain) with horizontal displacements fixed and vertical displacements approximated 
by only one linear finite element. The four eigencurves are calculated analytically as

𝑘1,2 = ±
√

3𝜔, 𝑘3,4 = ±
√

3𝜔2 − 9. (63)

Note that, at 𝜔 =
√

3, the solutions 𝑘3,4 coincide, and both eigencurves are not continuously differentiable, which becomes a chal-
lenge for the adaptive ODE solver employed here. To circumvent this issue, we regularize the eigenvalue problem by modifying the 
coefficient matrices as

𝐄̂𝑖 = 𝐄𝑖(1 − i𝛿). (64)

This is equivalent to changing the shear modulus to 𝐺 = 1 − i𝛿, which can be interpreted as including a small amount of material 
damping with a constant damping coefficient 𝛿. To obtain numerically stable computations, it is sufficient to use 𝛿 = 10−12, which is 
the value chosen for the presented results. We calculate initial conditions by solving the eigenvalue problem at 𝜔0 = 4 and employ 
the mode-tracing algorithm described in Section 4.2 with a decay parameter 𝜒 = 10 to trace the modes towards 𝜔 = 0. The multistep 
solver implemented in Matlab’s function ode15s is employed for the solution of the ODE. Results are presented in Fig. 3, showing the 
real and imaginary parts of each mode 𝑖, as well as the error defined as

error𝑖 =
|𝑘𝑖,exact − 𝑘𝑖,numerical|

max(|𝑘𝑖,exact |)
. (65)

The subscript 𝑖 indicates that this error is computed separately for each mode, based on the difference between the numerical and 
the exact solution at the points resulting from the adaptive stepping procedure. The error is normalized by the maximum absolute 
value of the eigenvalue of the respective mode within the frequency range of interest. The error is primarily influenced by the relative 
tolerance chosen in the adaptive multistep solver, here 10−6. Except for a small region around 𝜔 =

√

3, where the error in modes 3 and 
4 increases to around 10−3 due to the mentioned non-differentiability of two eigencurves, it remains below the requested tolerance. 
Note that, due to the problem’s symmetry, the errors of modes 1,2 and those of modes 3,4 are indistinguishable in the figure.

2 For most modes, ̄𝑘 is a better approximation than assuming 𝑘 = 0 in the nonlinear terms, especially at relatively large frequencies as all waveguide 
modes tend towards a free-field solution. However, modes close to their cut-off frequency exhibit a small wavenumber; hence, there will always be 
a few modes for which this approximation is worse than the simple dashpot.
3 An important exception can be found in the design of surface acoustic wave (SAW) filters.
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Fig. 3. Minimal example involving matrices of size 2 × 2. The real (a) and imaginary (b) parts of the eigencurves in terms of the eigenvalue 𝑘 are 
compared visually with the analytical solution. The relative error of each eigenvalue within the chosen frequency range is presented in (c). 

6.2.  Leaky waves

Finally, we employ the proposed approach to compute dispersion curves of leaky guided waves. The examples are summarized in 
Table 1. For better reproducibility and conciseness, models I–IV are the same as those described in detail in a recent publication [6]. 
These test cases had been designed to cover a wide range of different scenarios, and the results are thoroughly verified against other 
techniques, namely, a linearization in the special case of symmetric fluid coupling [33] and the Global Matrix Method implemented 
in the commercial software disperse [57] for more complex cases. Hence, we can be brief in discussing these examples, as our focus 
here is solely on a different numerical approach. For details on the physical behavior and the peculiarities of each setup, we refer to 
the previous work [6]. In examples I, II, and IV, the plate is a homogeneous layer of either brass or titanium, whereas in the third 
scenario, it consists of three layers (titanium-brass-titanium). Each of those layers has a thickness of 1mm and is discretized by one 
finite element of a polynomial order 𝑝𝑒 adequate for the chosen frequency range up to 𝑓max. Details on how to select the element 
order for such waveguide models can be found in [58]. In each scenario, the plate is coupled to one or two halfspaces at its bottom 
and/or top surface as described by the column halfspace. The examples increase in difficulty from the prevalent and comparatively 
straightforward case of a plate immersed in a single fluid to the rather extreme scenario in which a metal plate is coupled to two 
different solid halfspaces with a slight acoustic mismatch at the interfaces – and, hence, extremely large attenuation of the leaky 
guided wave modes. The elastic constants of each material are listed in Table A.1 in Appendix A. In the first example, we include 
a small amount of material damping with 𝛿 = 0.001 according to Eq. (64) to allow for a smoother transition from leaky to trapped 
modes.

In addition to the examples already validated in the previous publication, we include one particularly challenging case in example 
V. It consists of an eight-ply fiber composite material, namely T800-913, in a [0/90]2s-layup. The same composite (but with traction-
free surfaces) is discussed in [59]; further details can be found there, and the material parameters are listed in Appendix A. Wave 
behavior in such anisotropic composites is particularly interesting, as the wave velocities vary strongly between the propagation 
directions. In our example, the composite is coupled to water and steel, respectively, at the two surfaces, and we include 1% hysteretic 
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Table 1 
Summary of the numerical examples discussed in Section 6.2, indicating the materials of each halfspace and 
layer, the element orders 𝑝𝑒, number of degrees of freedom 𝑛dof  (size of finite-element matrices), maximum 
frequency 𝑓max, maximum attenuation 𝜂max, and the CPU times for the proposed approach (’tracing’) and the 
direct solution based on multiparameter eigenvalue problems (’MultiParEig’). 

 material  CPU time
 halfspace  layer 𝑝𝑒 𝑛dof 𝑓max 𝜂max  tracing  MultiParEig

 I  water /water  brass  9  22  4MHz  2100dB/m  0.7 s  2.2 s
 II  —/Teflon  brass  13  45  7MHz  7000dB/m  0.8 s  41 s
 III  Teflon / oil  Ti / brass / Ti  6 / 8 / 6  45  3MHz  2000dB/m  0.6 s  68 s
 IV  Teflon / brass  Ti  13  32  10MHz  30000dB/m  0.5 s  288 s
 V  steel /water  T800-913 [0/90]2s  3  79  5MHz  50000dB/m  5.2 s  965 s

Fig. 4. Dispersion curves computed using the proposed mode tracing approach and direct computation for examples I (top) and II (bottom) as 
defined in Table 1. Results are presented in terms of phase velocity 𝑐𝑝 and attenuation 𝜂 as functions of the temporal frequency 𝑓 .

damping. In this example, the total thickness of the composite is 1mm, and each layer is discretized by one finite element of cubic 
order, leading to a total of 79 degrees of freedom.

In all examples, we compute initial conditions at the largest frequency of interest 𝑓max using the approximation detailed in Section 5 
and trace each mode towards 𝑓 = 0. Note that the mode tracing is formulated in terms of the squared circular frequency 𝜇, which 
is converted into the temporal frequency 𝑓 for the plots only. For conciseness and comparability, we present those modes that are 
characterized by all partial wave vectors in the halfspaces pointing away from the plate. For a discussion on incoming and radiating 
waves and methods for their distinction, we refer again to [6]. Furthermore, we remove the strongly attenuated (non-propagating) 
modes, i.e., solutions with an attenuation above the chosen value of 𝜂max listed in Table 1. The dispersion curves in terms of phase 
velocities and attenuation are presented in Fig. 4 for examples I, II, and in Fig. 5 for examples III–V. The results of the proposed 
approach are compared with those obtained in [6] by direct solution of the multiparameter eigenvalue problem. In all cases, both 
computations yield the same dispersion curves with no noticeable deviations in the presented figures. Note that the approximation 
described in Section 5 generally produces very good initial values at high frequencies, with discrepancies mainly visible in the 
attenuation of strongly attenuated modes. However, even in the cases where the initial values are relatively poor approximations 
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Fig. 5. Dispersion curves computed using the proposed mode tracing approach and direct computation for examples III (top), IV (middle), and V 
(bottom) as defined in Appendix A. Results are presented in terms of phase velocity 𝑐𝑝 and attenuation 𝜂 as functions of the temporal frequency 𝑓 .

(see the attenuation in example I), the mode tracing reaches highly accurate solutions within a few steps. We may also highlight that 
the quasi-Scholte modes have been successfully computed. Another interesting detail is that the mode-tracing approach is capable of 
following eigencurves that exhibit rapid changes, which could be missed by a constant frequency step; see, e.g., the almost vertical 
lines in the attenuation of example I, Fig. 4.

For evaluating the accuracy of the presented results, we computed the residual 𝑟𝑖 of the objective function (20) for each individual 
solution (𝝓𝑖, 𝑘𝑖, 𝜇𝑖)

𝑟𝑖 = |𝐫𝑖|, 𝐫𝑖 =
[𝐋(𝑘𝑖 ,𝜇𝑖)𝝓𝑖

|𝝓𝑖|

𝑛(𝝓𝑖)

]

, (66)

where |•| denotes the Euclidean vector norm. The residual depends on the requested relative tolerance ‘RelTol’ of the ODE solver. 
Hence, in Fig. 6, we present the residual for three different values of the relative tolerance. For brevity, these results are given only 
for example III, while the other examples yield similar values. As the residual varies slightly between the individual modes, the figure 
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Fig. 6. Residuals of the nonlinear eigenvalue problem for example III. Three different values of the targeted relative residual in the ODE solver 
have been used. For each value, we show the range between the smallest and largest residual of all computed modes depending on the frequency 𝑓 . 
Other examples behave similarly.

shows the range between the smallest and largest residual as a function of frequency. It was observed that reducing the relative 
tolerance below 10−6 does not improve the results any further, as a systematic error remains due to approximating the eigenvalue 
problem by the ODE (25). However, the results in Figs. 4 and 5 have been computed using a relative tolerance of 10−2, already leading 
to sufficiently accurate results for practical applications.

Table 1 also lists the computational times required by both approaches for the specific examples studied here. Care must be taken 
when drawing general conclusions, as the computational costs depend on many factors. Obviously, the costs increase with the size 
of the finite-element matrices, and, especially in the case of the multiparameter eigenvalue problem, they depend drastically on the 
number of partial waves in the unbounded media. Furthermore, when employing the mode-tracing algorithm, the frequency steps are 
adjusted automatically based on the requested relative tolerance of the ODE solver (here 10−2), while we choose a fixed frequency 
resolution for the ‘MultiParEig approach.’ Another important difference lies in the fact that, in the mode-tracing algorithm, we can 
choose to compute only specific modes (in the numerical examples, those are the weakly attenuated modes with wave vectors of 
partial waves in the unbounded domains pointing away from the plate). Perhaps most importantly, the implementation of the mode-
tracing algorithm is not optimized for efficiency, as it involves calls to Matlab functions at every iteration in every step for every 
mode. In comparison, the bottleneck of the MultiParEig approach is a highly optimized eigenvalue problem solver. Despite all these 
difficulties in comparing the different techniques, the data serves to give the reader a rough idea of the efficiency of the mode-tracing 
approach, with CPU times in the order of one second for reasonable examples.

To obtain a different perspective, we evaluate the CPU times per frequency and mode, i.e., the average cost of obtaining one 
individual solution in the dispersion diagram. This is mainly relevant if we wish to compute all modes, including the evanescent ones. 
To this end, we used examples I and IV (i.e., one and four partial waves in the unbounded domains) and computed the solution for 
varying matrix sizes by increasing the polynomial degree of the finite-element approximation. We then divided the total computational 
time by the number of computed modes and frequency steps, leading to an average CPU time per solution. This value is plotted in 
Fig. 7 against the number of degrees of freedom for both examples and both approaches. We see that the MultiParEig approach is 
highly efficient in the simple case of Example I, whereas in the more complex Example IV, computational costs rapidly increase with 
matrix size, making mode tracing much more effective, even when computing all solutions.

Finally, we studied the effect of varying the decay parameters–specifically 𝑐𝜒1 , 𝑐𝜒2  according to the definition in Eq. (57) – on 
the solution’s accuracy and efficiency. To assess the former, we computed the median of the residual as defined by Eq. (66) over all 
solutions. For this study, we set the relative tolerance of the ODE-solver to 10−6 to isolate the effect of the decay parameters from the 
accuracy in solving the ODE. In addition, we took note of the number of steps 𝑁steps required by the solver. For brevity, we present 
in Fig. 8 these values only for example III, as it involves a layered plate and coupling to both a fluid and a solid halfspace; however, 
results for the other examples are similar. First, we observe that the proposed method is remarkably robust across a wide range of 
decay parameters (note the logarithmic scales of 𝑐𝜒1 , 𝑐𝜒2 ), with a relatively minor effect on the average residual. There is, however, 
some trade-off between a low residual and a small number of steps. This is quite intuitive, as a small decay parameter results in a 
slow decay of deviations from the exact solution and, hence, to a larger residual. On the other hand, a too large decay parameter 
induces rapid changes in the solution in response to perturbations, which can require a finer resolution and hence a larger number of 
steps. We may also note that, in particular, the number of steps is less sensitive to changes in 𝑐𝜒1  compared to 𝑐𝜒2 . Nevertheless, this 
study confirms that the choice made for the numerical examples, namely, 𝑐𝜒1 = 100, 𝑐𝜒2 = 10 (marked by crosses in Fig. 8), is indeed 
a very suitable trade-off.
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Fig. 7. Computational times per mode and frequency in examples I and IV. The number of degrees of freedom (# DOFs) is varied by increasing the 
element order 𝑝𝑒. Results are computed using the mode-tracing approach, as well as the formulation based on multiparameter eigenvalue problems 
(MultiParEig).

Fig. 8. Median residual and total number of steps taken by the ODE solver when varying the decay parameters 𝑐𝜒1
 and 𝑐𝜒2

 in example III.

7.  Conclusions

We have seen that parameter-dependent nonlinear eigenvalue problems arising in waveguide models can be solved in a rather uncon-
ventional way by transforming them into a system of ordinary differential equations and tracing each mode along the frequency axis 
starting from an initial value. The advantages are that this method involves only the original finite-element matrices of the waveguide 
problem (in contrast to the operator determinants assembled in the solution of the multi-parameter eigenvalue problem), can exploit 
standard ODE solvers, and allows the computation of individual modes. Perhaps most importantly, the method is remarkably robust 
even when only approximate solutions are available as starting values. This property makes the application of this idea worth explor-
ing in various other scenarios where a nonlinear eigenvalue problem is challenging to solve. In principle, this approach is applicable 
to differentiable parameter-dependent eigenvalue problems, provided sufficiently accurate initial guesses can be obtained so that the 
ODE solver follows the desired solution. In some cases where the eigenvalue problem is not differentiable everywhere, a suitable 
remedy can be obtained by introducing a small perturbation, here represented by artificial material damping. Slight modifications of 
the presented approach will be necessary when two or more eigencurves are identical.
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Appendix A.  Material parameters

The elastic constants of the isotropic materials used in the numerical examples (Section 6.2) are listed in Table A.1. In addition, 
example V involves the CFRP composite material T800-913 in a [0/90]2s layup, i.e., the plate consists of eight layers with the fiber 
orientations 0◦∕90◦∕0◦∕90◦|90◦∕0◦∕90◦∕0◦ where 0◦ corresponds to fiber orientation along the 𝑥 − 𝑎𝑥𝑖𝑠 (direction of guided wave 
propagation), and 90◦ fiber orientation along the 𝑦-axis. For easier reference, we provide the stiffness matrix in Voigt notation for 
both orientations, see also [59]:

𝐂0◦ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

154 3.7 3.7 0 0 0
3.7 9.5 5.2 0 0 0
3.7 5.2 9.5 0 0 0
0 0 0 2.15 0 0
0 0 0 0 4.2 0
0 0 0 0 0 4.2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, 𝐂90◦ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

9.5 3.7 5.2 0 0 0
3.7 154 3.7 0 0 0
5.2 3.7 9.5 0 0 0
0 0 0 4.2 0 0
0 0 0 0 2.15 0
0 0 0 0 0 4.2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(A.1)

In our example V, we considered 1% material damping, which was incorporated by replacing the above stiffness matrices by 𝐂0◦ (1 −
0.01 i) and 𝐂90◦ (1 − 0.01 i), respectively.

Table A.1 
Overview of material parameters used in the numerical experiments.

 density 𝜌  wave speeds 𝑐𝓁 , 𝑐𝑡  Lamé parameters 𝜆,𝐺
 brass  8.40 g/cm3  4.40 km/s  2.20 km/s  81.312GPa  40.656GPa
 Teflon  2.20 g/cm3  1.35 km/s  0.55 km/s  2.679GPa  0.666GPa
 titanium  4.46 g/cm3  6.06 km/s  3.23 km/s  70.726GPa  46.531GPa
 steel  7.85 g/cm3  5.92 km/s  3.22 km/s  112.403GPa  81.395GPa
 water  1.00 g/cm3  1.48 km/s
 oil  0.87 g/cm3  1.74 km/s
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